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Abstract

We consider a coupled hydrodynamical-biological model describing
growth in a microalgal raceway pond cultivation. More precisely, our ap-
proach combines a biological model (based on the Han model) and Saint-
Venant systems that model the fluid into the raceway pond. Here we focus
on the laminar fraction of the fluid, far from the paddle wheel, considering
different topographies to enhance the microalgal growth rate. We present
an optimization problem derived from the Pontryagin Maximum Principle
dealing with the topography to maximize the biomass production over one
lap or multiple laps with a paddle wheel. On the contrary to a widespread
belief in the microalgae field, the results show that a flat topography is
optimal in a periodic regime. In other frameworks, non-trivial topogra-
phies can be obtained. We present some of them, e.g., when the mixing
device is also taken into account in the model.

Keyword: Optimal control, PMP, shape optimization, Han model, Saint-
Venant system, Microalgal raceway

1 Introduction

Numerical design of microalgae production technologies has been for decades
a source of many interesting challenges not only in engineering but also in the
area of scientific computing [14, 24, 35, 21]. The potential of these emerging
photosynthetic organisms finds interests for the cosmetics, pharmaceutical fields,
feed, food and - in the longer term - green chemistry and energy applications [34].



Outdoor production is mainly carried out in open bioreactors with a raceway
shape. Algae grow while exposed to solar radiation in such circular basins, where
the water is set in motion by a paddle wheel. This mixing device homogenizes
the medium for ensuring an equidistribution of the nutrients and guarantees that
each cell will have regularly access to light [10, 13]. The algae are periodically
harvested, and their concentration is maintained around an optimal value [28,
31]. Light penetration is strongly reduced by the algal biomass, and less than
1% [6] of the incident light reaches the reactor bottom. For larger biomass, the
light extinction is so high that a large fraction of the population evolves in the
dark and does not grow anymore. At low biomass density, a fraction of the solar
light is not used by the algae and the productivity is suboptimal. Theoretical
works have determined the optimal biomass for maximizing productivity [23, 17].

Here, we consider another approach which consists in improving the pho-
toproduction process by controlling the cell trajectories in the light field. We
starts from the observation that algal raceway ponds are dynamical systems
conjugating a physical aspect - the hydrodynamical behaviour of the fluid trans-
porting the algae culture, and a biological aspect - the light harvesting by the
chlorophyll complexes in the cells [1, 29, 30]. We then study the effect of the
topography (or the bathymetry) on growth to optimize the light received by the
microalgae. Modelling the corresponding system is challenging since it involves
the free-surface incompressible Navier-Stokes system [8, 11, 33, 27|. The com-
plexity of this model generally prevents obtaining explicit formulas and large
computational resources are required to carry out simulations.

Several experimental campaigns [25, 32] have shown that in the raceway
straight sections, there are no features that disturb the flow (and this was further
confirmed by CFD modelling [19, 20]. Therefore, in these systems, despite
turbulent dispersion, mixing is relatively poor. The mixing is mainly induced
locally by the paddle wheel, and in a lesser extend by the bends. The more
recent study of [20] confirms this finding, showing that most of the turbulence
is generated in the neighborhood of the paddle wheel and close to the surface.

We therefore focus on the main part of the raceway, outside the paddle wheel
area, and we assume a laminar flux. We study how to enhance productivity in
this part by modifying the bottom topography. This enables us to discuss a
common belief that some specific topographies can bring more light to the algae
(at the lower part of the raceway), since cells get closer to the surface when
reaching the peak of these topographies.

Let us detail our approach. We first introduce a coupled model to represent
the growth of algae in a raceway pond, accounting for the light that they re-
ceive due to advection in the fluid field. This model is obtained by combining
the Han photosynthesis equations with a hydrodynamic law based on the Saint-
Venant system. This first step enables us to formulate an optimization problem
where the raceway topography is designed to maximize the productivity. Here,
we use an adjoint-based optimization scheme to includes the constraints asso-
ciated with the Saint-Venant regime. We then prove that the flat topography
is optimal for productivity in a periodic case, when focusing on the fraction of
the raceway with laminar regime. However, non-trivial topographies can be ob-



tained in other contexts, e.g., when the periodic assumption is removed or when
the mixing device is accounted for in conjunction with the bottom topography.
Final simulations considering a combination of turbulence induced mixing and
non flat topographies can slightly increase biomass production. However, en-
hancing turbulence by mixing will more significantly increase productivity and
will definitely be the most efficient approach [4, 5|, even if more energy will be
dissipated by turbulence.

The outline of the paper is as follows. In Section 2, we present the biological
and hydrodynamical models underlying our coupled system. In Section 3, we
describe the optimization problem and a corresponding numerical optimization
procedure. Section 4 is devoted to the numerical results obtained with our
approach. We conclude then with some perspectives opened by this work.

2 Hydrodynamic and biological models

Our approach is based on a coupling between the hydrodynamic behavior of
the particles and the evolution of the photosystems driven by the light intensity
they receive when traveling across the raceway pond.

2.1 Hydrodynamical model and Lagrangian trajectories

The Saint-Venant equations are one of the most popular model for describing
geophysical flows, which is derived from the free surface incompressible Navier-
Stokes equations (see for instance [15]). In this paper, we focus on the smooth
steady state solutions of the Saint-Venant equations in a laminar regime. Such
steady states are governed by the following partial differential equations:

2
Op(hu) =0, 0,(hu? + g%) = —gh0y 2, (1)

where h is the water depth, u is the horizontal averaged velocity of the water,
the constant g stands for the gravitational acceleration and z, defines the to-
pography. The free surface 7 is given by 7 = h + z;, and the averaged discharge
@ = hu. This system is presented in Fig. 1. The z (resp. x) axis represents
the vertical (resp. horizontal) direction and I is the light intensity at the free
surface (assumed to be constant).

Integrating equation on the left of (1), we get

hu = Qo, (2)

for a fixed positive constant QQg, which implies a constant discharge in space.
Then equation on the right of (1) can be rewritten by

hud,u + hOpgh + hd,gz, = 0. (3)

Let us assume that h is strictly positive. Dividing (3) by h and using (2) to

2
eliminate u, we get 0, (QQT% + g(h+2p)) = 0. Now consider two fixed constants



Figure 1: Representation of the hydrodynamic model.

h(0), z,(0) € R, for all = € [0, L], we obtain % +glh+2z) = %ﬁo) + g(h(0) +
2p(0)) =: My, meaning that the topography z; satisfies
_ My Q3

=0 — h. 4
W= s h (4)

Remark 2.1. Define the Froude number for the steady state by Fr = u/\/gh.
The situation Fr < 1 corresponds to the subcritical case (i.e. the flow regime
is fluvial) while Fr > 1 is to the supercritical case (i.e. the flow regime is
torrential). In particular, the threshold value of h for Fr =1 is given by h. :=
(%21)%.

Because of (4), h is the solution of a third order polynomial equation. Given

a smooth topography zp, if h. + 2, + 2—(;2,'% - Mgl < 0. there exists a unique
positive smooth solution of (4) which satisfies the subcritical flow condition
(see [26, Lemma 1]). Let z(¢) be the depth of a particle at time ¢ in the raceway
pond. We first determine the Lagrangian trajectory of an algal cell that starts
at a given position z(0) at time 0. From the incompressibility of the flow, we
have V - u = 0 with u = (u(z),w(x, z)). Here, w(z, z) is the vertical velocity.
The incompressibility implies that d,u + d,w = 0. Integrating the latter from
zp to z gives:

0= /Z (Opu(z) + D.w(z, 2))dz

=0:((z — )u(z)) + w(z, 2) — w(z, 2p)
= (z — 2p)0zu(x) — u(x)0p2p + w(x, 2),

where we have used the kinematic condition at the bottom (i.e. w(z,z,) =



u(x)0z2p). It follows from (4) that

w(z, z) = (% - 3u*(z)

g 29

— 2)u/(x). (5)

The Lagrangian trajectory is characterized by

@w:<ww>> “
£(t) w(xz(t),z(t) )

Remark 2.2. The geometry of the raceway pond with small dissipation and
shear effects (reduced wall friction and viscosity) justifies a laminar flow mod-
elled by a shallow water model, such as the Saint-Venant system. This regime
also minimizes the mizing energy, hence is favoured at industrial scale.

A higher mizing energy would lead to a turbulent regime. A possible way
to enrich the representation of the Lagrangian trajectories in this case would
consists in adding a Brownian motion to the definition (6). However, getting
time-free expressions of the trajectories (as in Equations (7) and (11)) in this
case is much more challenging so that such a strategy would require a large set
of simulations together with an averaging strategy.

The previous expression of the Lagrangian trajectory (6) is a general for-
mulation which still holds when we change the hydrodynamical model. Based
on the special form of the chosen Saint-Venant system, we can find a simpler
formulation of the Lagrangian trajectory. More precisely, we denote by z(x) the
depth of a particle at the position . From (5) and (6), we get

= (- @

Note that from (2) and (4), we have n = h + z, = % - 12‘—;, which implies
7' = —uw'/g. Multiplying (7) both sides by w and using the formulation of 7, n’
gives 2'u + zu’ = (n — %)u’ = nu’ + n'u, which implies that (u(z — 77))/ =0.

Using (2), we then obtain

n(x) — z(z) = m(n(o) - 2(0)). (8)

This equation shows that given the data h(0),7(0), 2(0), the distance between
a point in a trajectory and the surface depends only on h(x). We exploit this
property of the model in section 3.

Remark 2.3. Since Qg is chosen to be positive, h is necessarily positive. More-
over, if z(0) belongs to [z,(0),n(0)], then z(x) belongs to [zp(x),n(x)]. In par-
ticular, choosing z(0) = z,(0) in (8) and using (2) gives z(x) = zp(x). In the
same way, we find that z(x) = n(x) when z(0) = n(0).



2.2 Modeling the photosystems dynamics

We consider the Han model [18] which describes the dynamics of the reaction
centers. These subunits of the photosynthetic process harvest photons and
transfer their energy to the cell to fix CO5. In this compartmental model, the
photosystems can be described by three different states: open and ready to
harvest a photon (A), closed while processing the absorbed photon energy (B),
or inhibited if several photons have been absorbed simultaneously (C). The
relation of these three states are schematically presented in Fig. 2.

Photon I Photon I

A ol B kqol —)|

Figure 2: Scheme of the Han model, representing the probability of state tran-
sition, as a function of the photon flux density.

Their evolution satisfy the following dynamical system

A:—JIA+§,
B=0IA—-Z 4+ k.C —kqolB, (9)
C = —k,.C + kqolB.

Here I is the photon flux density, a continuous time-varying signal. A, B and
C are the relative frequencies of the three possible states with A+ B + C =1,
so that (9) can be reduced to a system in dimension 2 by eliminating B. The
other parameters are o, that stands for the specific photon absorption, 7 which
is the turnover rate, k,. which represents the photosystem repair rate and kg
which is the damage rate. The dynamics of the open state A can be shown to
be much faster than the dynamics of the photoinhibition state C. A slow-fast
approximation by using singular perturbation theory (as shown in [21]) leads to
the simplification of the dynamics driven by the slow dynamics of C"

C =—a(I)C + (1), (10)

where «(I) = B(I) + k, with (I) = kgt T(gllfl Repeating the reasoning done

to get (7) with (10) and (2), we find a time-free reformulation, namely

C  —a(I)C+ B(I)
Ci=—=—"—"7"_" 7} 11
P 0o (11)
where all the functions on the right-hand side only depend on the spatial variable
z. Finally, the net growth rate is defined by balancing photosynthesis and



respiration, which gives

/U'(Cv I) = *V(I)C+C(I)a (12)
where ((I) = v(I) — R with v(I) = Tf}'il. Here, k is a factor that relates

received energy with growth rate and R represents the respiration rate.

2.3 Coupling of two systems

As shown in previous section, the light intensity I plays an important role in
algal growth, since it triggers photosynthesis. On the other hand, the position
of the algae z(t) influences the light perceived as well as the efficiency of the
photosynthesis process. Therefore, the light intensity is the main connection
which couples the hydrodynamic model and the physiological evolution of the
algae. To evaluate the light intensity observed on the trajectory z, we assume
that the growth process occurs at a much slower time scale than those of hydro-
dynamics and is, as such, negligible for one lap over the raceway. In the same
way uncertainties as rainfall and evaporation, can also be neglected at this time
scale. These can be taken into account for longer time scale using more de-
tailed models, see for instance [12, 9]. In this framework, the Beer-Lambert law
describes how light is attenuated with depth:

I(x,2) :=Isexp ( —e(n(x) — z)), (13)

with ¢ the light extinction coefficient. Combining (13) with (8), we get the
following expression for the captured light intensity along the trajectory z

I(x,z) = Isexp ( - EZEE;(U(O) - Z(O)))

In order to evaluate the quality of this coupled system, we define the average
net growth rate by

1 L n(x)
fii= —/ / w(C(z,2),I(x,z))dzdz, (14)
V- Jo zp(x)

where p is defined by (12) and V := fOL h(z)dz is the volume of our 1D raceway.

3 Optimization problem

In this section, we define the optimization problem associated with our biological
- hydrodynamic model. We first introduce our procedure for a simple problem,
and then extend this to other variant cases.



3.1 Objective function and vertical discretization

Note that our goal is to optimize the topography of the raceway system. We
choose (14) as the objective function. In order to tackle numerically this opti-
mization problem, let us consider a vertical discretization. Let N, denotes the
number of trajectories, and consider a uniform vertical discretization of their

initial position: z;(0) = n(0) — Tj h(0), i = 1,...,N,. From (8), we obtain
zi(x) — zip1(x) = Nizh(x), i=1,...,N., meaning that the distribution of tra-
jectories remains uniform along the trajectories. To simplify notations, we write
I;(z) instead of I(x, z;) hereafter. Given i € {1,--- , N,}, let C;(x) (rvesp. I;(z))
the photo-inhibition state (resp. the light intensity) associated with the trajec-
tories z;(z). The semi-discrete average net growth rate in the raceway pond can

be defined from (14) by

1 &

L
v = e O / H(Cilw), Ti () h()da. (15)

From now on, we focus on the subcritical case, i.e. F'r <1, see Remark 2.1.
As mentioned in Subsection 2.1, in this regime, a given topography z;, corre-
sponds to a unique water depth h which verifies this assumption.

Remark 3.1. In usual shallow water solver, equations of type (4) are usually
consider to compute h in the simulations. Here, we use this equation in the
opposite way, i.e., to recover the topography zy from h.

3.2 Periodic setting

We consider the case where the photoinhibition state C' is periodic, with a
period corresponding to one lap of the raceway pond. This situation occurs,
e.g., when an appropriate harvest is performed after each lap. To describe
the corresponding model, let us first consider a variant of the usual Cauchy
problem (11): Given I € C(0,L;RT), find (Co,C) € [0,1] x C(0, L; [0,1]) such
that

{ C'(z) =~ ) 4 € [0, ) 1)

O(L) = C(0) = Cy.

Applying the Duhamel’s formula on the Cauchy problem associated with (11)
and the initial condition C'(0) = C and using 3(I) < a(I), one gets successively

L oa(I(

C(L) — Cy = — (1 el 73&“”‘“) Co

N /L e a(f%)ghwdyﬂ(](s))h(s)d
0 Qo

alI(s)h(s) 4
S(lfe_foll Qo dK)(lch)a

S



where the equality shows that the (affine) mapping ® : Cy — C(L) — C satisfies
®(0) > 0, and the inequality implies that ®(1) < 0. It follows that there exists
a unique Cj € [0, 1] satisfying C'(L) — Cy = 0. This proves the next theorem.

Theorem 3.1. There exists a unique couple (Co,C) € [0,1] x C(0, L;[0,1])
satisfying (16).

3.3 Constant Volume

For simplicity, we omit from now on x in the notation and consider h as the vari-
able of the intensities (I;);=1,... ~. and fiy,. Given a volume V', the optimization
problem then reads:

Find h* € L*°(0, L; R) solving the mazimization problem:

hELrE(af)),(L;R) IN. (h)
with the constraints
cl = —a(li(h)Ci + 5(1—1‘(}1))}%
Qo
v = h,

v(0) =0, v(L) =V.

The Hamiltonian associated with this optimal control problem is defined by

N
- —x IZ h C,L + Iz h v _
H=pr< Uelh))Cs + AU ))h> +p°h — in. (h),
i=1 QO
where p{ and p¥ are the co-states of system (17). The Pontryagin Maximum
Principle [7] implies that at a maximum, p¢ and p? satisfy

oH a(li(h)),  ~(Li(h))
cr_ _ _,C
e ot s e v vl
pf(0) =p{(L), Vi=1,---,N,, (18)
ol oOH _
o ov =0

The last optimality condition is obtained by canceling the derivative of H
with respect to h. More precisely, let h € L*(0,L;R), and assume that
((Ci)i=1,... n.,v) and ((pF)i=1.... N.,p") are corresponding solutions of (17),(18)
respectively. Then

0OH

Vi, (h) = “n (19)



meaning that, in the case h is optimal and remains in (0, h.), then %—ZI =0, i.e.

NZ _ At ) . !/ X a/ ) L / X
= (20)
Nz
+Z—’y DO+, oo SR o,
v

Theorem 3.2. There exists p* € R such that the constant water depth hf :=
and the corresponding solutions (Cy)i=1.... n., (DS )i=1... n. of (17), (18) respec-
tively, satisfy the optimality condition (20).

Qh

Proof 1. Given ie{l,---,N,}, from (8) and (13), we deduce that I;(h') =
I exp(—e; —% hf) and I’(hf) = —EZNQ I;(h?) are constant on [0, L]. Solving (17)
gives

_alith) g
Ci(z) =~ 20 " 7Ci(0)
BULi(hT)) ety g, (21)
m(l —e T ).

Since C; is periodic (i.e. C;(L) = C;(0)), we get from the previous equation that
C;(0) = ﬁgf(hf-)), Inserting this value in (21), we find Cy(z) = CF = ﬁ(lf(hf-))
a(li(h')) ’ -t a(li(h'))
on [0,L]. A similar reasoning applied to (18) gives p;(x) = p{ = 7%
on [0, L]. It follows that all the terms in the sums in (20) are constant on [0, L].
Hence, there exists a p* € R such that (20) is satisfied. The result follows.

Remark 3.2. The previous theorem shows that the flat topography satisfies nec-
essary conditions of optimality. Numerically, we observe that the flat topography
is actually optimal in the periodic case (see Subsection 4.3.4).

Remark 3.3. If C is defined by a Cauchy problem and not assumed to be
periodic, (21) implies that C' may depends on x and the computations in the
proof above no longer hold. In other words, the flat topography is not necessarily
an optimum in a non periodic setting, which is confirmed by our numerical tests

(see Subsection 4.3.2).

3.4 Non-constant volume problem for maximizing areal
productivity

In general, the volume of the system can also change hence can be optimized.
In this way, we now assume that the water depth is of the form h + hg, where
ho € RT and h € L>(0, L; R) with fOL h =0, so that V = hoL. On the other
hand, the biomass concentration X (defined by X = (i — D)X with D dilution
rate) changes with the system volume V', meaning that the light extinction e
n (13) can no longer be assumed to be constant. Hence, we consider that

10



e(X) := g9X + &1, where g9 > 0 is the specific light extinction coefficient of
the microalgae species and €7 the background turbidity that summarizes the
light absorption and diffusion caused by all non-microalgae components [22]. A
standard criterion to determine a relevant value of X (see [23, 17]) consists in
regulating it such that the steady state value of the net growth rate p at the
average depth hg is 0, i.e.,

po(I(ho)) =0, (22)
where pg is defined by po(f) := — (I)% + ¢(I). This condition is equivalent

to the fact that I(hg) is one of the two roots (I_, I;) of the second order polyno-
mial function I + kg7 R(0I)?+ (k.70 R—k.ko)I+k,.R = 0. In practice (I_, )
are real, I_ < I, and X is adjusted to get I(hg) = I_. We refer to [2] for the
corresponding analysis. Note that po(I) > 0 on (I_,I;). Assumption (22) is
usually called the compensation condition, and describes a situation where the
growth at the bottom compensates exactly the respiration. In this framework,
maximizing areal productivity is a relevant target. For a given biomass concen-
tration X, this one is given by II := ﬂX%, where [ is defined in (14) and S is
the ground surface of the raceway pond; in our 1D system S = L. The total
biomass X in a given volume is maintained constant to achieve the compensa-
tion conditions (22). Using (13) with I(x,z) = I_, we get X (ho) = %}20751,
with Yope = In(£). We then consider the problem:
Find (h*,h§) € L=(0, L;R) x R™ solving the mazimization problem:

max II(h, ho)
REL>(0,L;R),ho ERF

where II(h, ho) := fin, (h 4+ ho) X (ho)ho, with the constraints
_ —a(li(h 4 ho))Ci + BLi(h + ho))

C; h + ho),
Qo (h + ho)
CZ(O): CZ(L)a vz:17 >N27 (23)
v = h,

v(0) =0, v(L) =0.
The associated Hamiltonian reads
j iplc <O‘(Ii(h + ho))Ci + B(Li(h + ho))

i=1 Qo

+p’h — fin, (h + ho) X (ho)ho.
Analysis similar to that in Subsection 3.1 gives
OH 0H
ot 24
), (24)
in which ((Ci)i=1.... n.,v) satisfies (23), (p§)i=1,... n.,p") satisfies (18) and

)

where h and ~(-) are replaced by h + hg and X (hg)hoy(-) respectively. Unlike
Theorem 3.2, the flat topography does not cancel VII.

(h+h@>

VH(ha hO) - (7

11



Theorem 3.3. Let hg > 0 and assume that u(I;) > 0 (or, equivalently I, €
(I-,1;)). Then VII(0, ho) # 0.

Proof 2. First, note that differentiating I;(h+ho) = I exp (, 3;:? 1;5 (h+h0))

with respect to hg and setting h = 0, we get OpyI;(ho+h)|h=o = 0. Then, analysis
similar to that in the proof of Theorem 3.2 shows that C; is constant as soon
as h =0, so that —a(I;(ho))C; + B(1;(ho)) = 0. Using these two properties, we
get 92 = 25 yio(Ii(ho)). Since Ii(ho) € [In.(ho), Ti(ho)] C (I, 1) C
(I_,I}), we get po(L;(ho)) >0 forie{l,--- ,N,}. The result follows.

Remark 3.4. Note that the coefficient hy considered in Theorem 3.3 needs to
satisfy h. < hg to guarantee that the system remains in a subcritical regime (see
Remark 2.1).

4 Numerical Experiments

In this section, we show some optimal topographies obtained in the various
previous frameworks.

4.1 Numerical Methods

To solve our optimization problem numerically, we introduce a supplementary
space discretization with respect to . In this way, let us take a space increment
Az, set N, = [L/Az] and 2™ = n,Ax for n, = 0,...,N,. We choose to use
the Heun’s method for computing (C;)2=, via (17). Following a first-discretize-
then-optimize strategy, we get that the costate (plC )fV:zl are also computed by
a Heun’s type scheme. Note that this scheme is still explicit since it solves a
backward dynamics starting from p;(L) = 0. The optimization is then achieved
by a standard gradient method using (19) and (24), where the stopping criterion
involves both the magnitude of the gradient and the constraint h > h., see
Remark 2.1.

4.2 Parameter settings

We now detail the parameters used in our simulations.

4.2.1 Parameterization of h

We choose to parameterize h by a truncated Fourier series in our numerical
tests. More precisely, h reads:

N
, x
h(z) = ho + Z a; Sln(2n7rz).

i=1

This parameterization is motivated by three reasons.

12



e The regularity of the topography is controlled by the order of truncation
N. As an example, limit situations where N — oo are not considered in
what follows. This framework is consistent with the hydrodynamic regime
under consideration, where the solutions of the Saint-Venant equations are
smooth.

e Using this parameterization, one has automatically h(0) = h(L), which
fits with the toric shape of the raceway pond.

e Using this parameterization, h depends in an affine way on hg, as assumed
in Section 3.4.

From (2) and (4), the velocity u and the topography z, read also as functions
of a. Once we find the vector a maximizing the functional fiy_, we then find
the optimal topography of our system.

4.2.2 Parameter for the models

The spatial increment is set to Az = 0.0l m so that the convergence of the
numerical scheme has been ensured, and we set the raceway length L = 100 m,
the averaged discharge Qo = 0.04m?s™!, the average depth (in constant volume
case) ho(= h(0;a)) = 0.4m and 2,(0) = —0.4m to stay in standard ranges for a
raceway. The free-fall acceleration ¢ = 9.81 ms~2. All the numerical parameters
values for Han’s model are taken from [16] and given in Table 1.

Table 1: Parameter values for Han Model

k. | 68103 s 1

kq | 2.99 1072 -

T 0.25 s

oy 0.047 m? pmol ~1
kg | 871076 -

R [ 13801077 s~ 1

In order to determinate the light extinction €, two cases must be considered,
namely:

e constant volume: we assume that only 1% of light can be captured by the
cells at the average depth of the raceway, meaning that I_ = 0.0115, we
choose I, = 2000 pmolm~2s~! which approximates the maximum light
intensity, e.g., at summer in the south of France. Then e can be computed
by e = (1/ho) In(Is/1_).

e non-constant volume: in the case, hg is also a parameter to be optimized.
We take from [22] the specific light extinction coefficient of the microalgae
specie €9 = 0.2m? - g and the background turbidity ¢; = 10m~".

13



4.3 Numerical results

We test the influence of various parameters on optimal topography. In all our ex-
periments, we always observe that the topographies satisfy min,co,z) h(z;a) >
he.

4.3.1 Influence of vertical discretization

The first test consists in studying the influence of the vertical discretization
parameter N,. We choose N = 5, Cy = 0.1 and consider 100 random values
a. Note that the choice of a should respect the subcritical condition. Let N,
varies from 1 to 80, and we compute the average value of fiy, for each N,. The
results are shown in Fig. 3. We observe numerical convergence when IV, grows,

1.6
L

1.5

10° 10’

Figure 3: The value of the functional fiy, for N, = [1,80].

showing the convergence towards the model continuous in space. In view of
these results, we take hereafter N, = 40.

4.3.2 Influence of the initial condition

Here we study the influence of the initial condition Cy on the optimal shape of
the raceway pond. We set the numerical tolerance to Tol= 1071°, and consider
the order of truncation N = 5. As for the initial guess, we consider the flat
topography, meaning that a is set to 0. We compare the optimal topographies
obtained with Cy = 0.1 and with Cy = 0.9. The result is shown in Fig. 4.
This test confirms Remark 3.3, since we obtain non-trivial topographies which
slightly enhance the algal average growth rate. Moreover, a slight difference
between the two optimal topographies is observed. We have observed that this
difference remains when the spatial increment Ax goes to zero.

14



fin. (0) =1.098, iy (a*) =1.1006

-0.5+ ——Free surface 1 [
—— Topography z;
-0.6 L L L 1
0 20 40 60 80 100
x
fin. (0) =0.95857, fiy. (a*) =0.96824
0r

-0.5 — Free surface 7
—— Topography z;
-0.6 L L L I
0 20 40 60 80 100

Figure 4: The optimal topography for Cy = 0.1 (Top) and Cy = 0.9 (Bottom).
The red thick line represents the topography z;, the blue thick line represents
the free surface n, and all the other curves between represent the different tra-
jectories. iy (0): flat topography, fin, (a*): optimal topography.
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4.3.3 Influence of Fourier series truncation

The next test is dedicated to study the influence of the order of truncation N
used to parameterize the water depth h. Set N = [0,5,10,15,20], Cp = 0.1
and keep all the other parameters as in the previous section. Table 2 shows the
optimal value of the objective function fiy, (a*) for different orders of truncation
N. The result shows a slight increase in the optimal value of the objective

Table 2: The objective function for different orders of truncation V.

N | Iter | py. (a*)(d77) | logio([Vin.(a®)])
0] 0 1.098 —

5 | 16 1.1006 -10.208017

10 | 17 1.1013 -10.240885

15 | 17 1.1016 -10.258798

20 | 18 1.1018 -10.269413

function fiy_(a*) when N becomes larger. However, the corresponding values
of iy, (a*) remain close to the one associated with a flat topography.

4.3.4 Optimal topographies in periodic case

We study the optimal topographies in the case where the photoinhibition state
C' is periodic. In the constant volume case, we observe that the optimization
procedure always converges to a flat topography (i.e. a* = ay) for random
admissible initial guesses a. This leads us to conjecture that the flat topography
corresponds to the global maximum for the average growth rate. As for the
variable volume case, let us set N = 5 (i.e. @ € R®) and hy = 0.4 as initial
guess of average depth. We observe that the optimization stops due to the
presence of the physical constraint h.. However, a smaller depth boosts the
areal productivity which in some cases can increase for more than twice with
respect to the initial areal productivity.

4.3.5 Simulation with paddle wheel

In this paragraph we consider the full raceway pond, where the mixing induced
by the paddle wheel is also considered. More precisely, we simulate several laps
with a paddle wheel that mixes up the algae after each lap. The turbulent mixing
of the paddle wheel is modelled by a permutation matrix P which rearranges
the trajectories at each lap. In our test, P is chosen as an anti-diagonal matrix
with the entries one. This choice actually corresponds to an optimum and as
shown in [5], where other choices are also investigated.

The permutation matrix P corresponds to the permutation 7 = (1N, )(2N,—
1)(3N, — 2)..., where we use the standard notation of cycles in the symmetric
group. Note that 7 is of order two. The photoinhibition state C' is then set
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to be 2-periodic (i.e C*(0) = PC?(L), where C! and C? corresponds to the
photoinhibition state during the first and the second lap, respectively). The
details of the optimization procedure are given in Appendix A.

We choose a truncation of order N = 5 in the Fourier series. The initial guess
a set to be zero. Fig. 5 presents the shape of the optimal topography and the
evolution of the photoinhibition state C over two laps. The resulting optimal

Tter=10, 71 =1.0685, log, (|| V||) =-10.379

0 20 40 60 80 100

—_

o
o)

0.4

0.2

Photoinhibition state C

Figure 5: The optimal topography (Top) and the evolution of the photo-
inhibition state C' (Bottom) for two laps.

topography in this case is not flat. However, the increase in the optimal value
of the objective function fiy, compares to a flat topography is around 0.217%,
and compares to a flat topography and non permutation case is around 0.265%,
in both cases, the increase remains small. On the other hand, we observe that
the state C' is actually periodic for each lap. This result is actually proved
for arbitrary P in [5] in the case of a flat topography. This justifies that the
optimization strategy only need to focus on one lap of the raceway (whatever
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the permutation), and leaves the door open to the optimization of such mixing
strategies. We refer to [3, 4] for further details about optimal mixing strategies.

5 Conclusions and future works

A flat topography cancels the gradient of average algal growth rate when C is
assumed to be periodic along the laminar parts of the raceway. This is further
confirmed by our numerical tests where maximum productivity is obtained for
a flat topography. However, considering a more complete framework without
periodicity and including a mixing device gives rise to an optimal non flat to-
pography with a slight gain of the average growth rate. It is not clear if the
difficulty to design such a pattern could be compensated by the increase in the
process productivity.

These results may not hold anymore if the hydrodynamic regime is turbulent
along the entire raceway. In such a case, the increase in algal productivity may
compensate the higher energetic cost to mix the raceway. However, without the
laminar assumption, the problem becomes challenging, and much work remains
to be done in this direction.
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A System with a paddle-wheel

Let us denote by P the permutation matrix associated with 7, i.e., 1 as entries
on the anti-diagonal. Let us denote by C! (resp. C?) the photoinhibition state
for the first (resp. second) lap of the raceway. We then assume that the state C'
is 2-periodic, meaning that C1(0) = PC2( ). From (15), we define the objec-

. . 2 L —~y(I;(h))CI+¢ (I (h
tive function by %ijl M?v (h) = 2VN Zj 1ZZ o — Ui ))Qo CEM) b g,
Given a volume V, the optimization problem reads:

Find h* € L*°(0, L; R) solving the mazimization problem:

2
1
*E i, (h
heLIoE%)},(L;R) 2j:1MN( )

with the constraints

(25)

v(0) =0, v(L)=W.

Let us still denote by H the Hamiltonian associated with this optimization
problem. It can then be written

oY (2 KONCL B, ] ZuN

j=1i=1
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where picj and pY are the co-states of system (25). Analysis similar to that
; OH j

in Subsection 3.1 gives V (% 2521 i, (h)) =—an in which p¢” and p® sat-

isfy (18) with p@ (L) = Pp©"(0) and p®* (L) = Pp° (0).
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